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Abstract

This article presents a tutorial overview of the speech-recognition difficulties of the hearing impaired. Much recent research indicates that the primary problem underlying the speech-recognition difficulties of the hearing impaired is the loss of hearing sensitivity and accompanying loudness recruitment. This tutorial demonstrates why loss of hearing sensitivity plays such an important role and why hearing aids fitted with contemporary fitting strategies provide only limited benefit in noise for many of these individuals. In addition, low-pass noise is often said to present the hearing-impaired listener with greater difficulties than broad-band noise. This observation is also explained quite simply by careful consideration of the loss of hearing sensitivity. Finally, two clinical articulation index (AI) calculation schemes, designed to quantify the effects of hearing loss on speech understanding, are reviewed and evaluated.
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The measurement of speech-recognition performance in the hearing impaired has a long history. Standardized word lists have been available for clinical applications since the 1920s (Egan, 1948). During the several intervening decades, the two primary applications of speech-recognition testing have been in differential diagnosis and the evaluation of hearing aids. Although the specific test protocols in each of these areas are numerous and varied, most applications of speech-recognition testing in the area of differential diagnosis have made use of presentation levels that exceed normal conversational levels, often at fixed and high sensation levels. For applications to hearing aid evaluation, however, the speech-recognition testing is usually designed to mimic some aspects of everyday communication and typically makes use of speech presented at normal conversational levels (a fixed sound pressure level of 60 to 70 dB rather than a fixed sensation level).

The audiologist's approach to hearing aid evaluation has been heavily influenced by the comparative approach to hearing aid selection and evaluation developed originally by Carhart (1946). This approach to hearing aid selection and evaluation was the primary protocol used by audiologists through the 1980s, albeit in a much abbreviated format (Burney, 1972; Smaldino and Hoene, 1981a, 1981b). Although there were earlier indications of serious problems with the use of the comparative approach as a means of hearing aid selection (Shore et al, 1960; Resnick and Becker, 1963), the most critical evaluation of this protocol came in the early 1980s (Walden et al, 1983). The work of Walden et al (1983) indicated quite clearly that the comparative approach was not a reliable way to select the most appropriate instrument from among a set of viable candidates having similar electroacoustic characteristics.

Audiologists have turned to prescriptive methods in recent years to select the most appropriate hearing aid for a hearing-impaired individual (Martin and Morris, 1989). As noted previously, however, this change in hearing aid selection method, from comparative to prescriptive, has frequently resulted in the loss of any formal means of hearing aid evaluation (Jerger, 1987; Humes, 1988). Whereas the comparative approach may not be a reliable method of select-
ing an instrument for a hearing-impaired person, the speech-recognition measures incorporated in the comparative approach remain as a viable means of evaluating the instrument selected. Hearing aid evaluation represents a third phase of a comprehensive hearing aid delivery system that is preceded by application of a prescriptive formula to select the hearing aid and insertion-gain or functional-gain measurements to fit the instrument to the wearer.

Speech-recognition testing should remain as a fundamental component of hearing aid evaluation. In this approach to hearing aid evaluation, standardized speech-recognition materials are presented under listening conditions designed to mimic real-life listening situations. Materials are typically presented at fixed conversational speech levels in quiet and in a background of speech or noise competition. A frequent difficulty encountered by the audiologist using this approach lies in the interpretation of the results. If John Doe understands 80 percent of the test materials in quiet and 60 percent in a background of broad-band noise, how much benefit is to be expected given a hearing aid with gain prescribed according to a particular selection method? Jane Q. Public, on the other hand, receives considerable benefit from amplification in quiet, but none in noise. Is this expected?

An approach to answering these, and other similar, questions is provided in the sections to follow. The next section demonstrates the power that a simple “speech audiogram” has in explaining many of the typical speech-recognition results obtained from hearing-impaired listeners, both with and without hearing aids. The final section describes an “Articulation Index audiogram” as a means of making more quantitative predictions about the speech-recognition performance of the hearing impaired.

**“SPEECH AUDIOGRAM”**

Figure 1 illustrates the “speech audiogram” that will be used frequently to illustrate how simply prediction or estimation of speech-recognition performance can be made. The solid and dashed lines in this particular speech audiogram are taken from Pascoe (1980). The solid line represents the average intensity of a conversational speech signal presented at an overall sound pressure level of 65 dB. The upper and lower dashed lines represent the range of speech intensities at each frequency that contribute to the understanding of the speech signal. Olsen et al. (1987) have recently reviewed a wide variety of “speech audiograms” and conclude that the one from Pascoe shown in Figure 1 is one of the most appropriate to use because of the unique manner in which it was derived. Pascoe (1980) filtered 1/3-octave bands from a speech sample and measured the thresholds for detection of these bands in a group of normal-hearing subjects. The sound pressure level of each band at threshold represented 0 dB sensation level for the speech signal or 0 dB HL since a group of normal listeners were used. By then presenting the speech at normal conversational levels, acoustically measuring the 1/3-octave levels for this signal, and referencing them to the measured detection thresholds, the levels of each 1/3-octave band in dB HL could be established.

The letters included on the speech audiogram in Figure 1 are orthographic representations of various speech sounds. They have been distributed along the audiogram according to their relative intensities and spectral content in a manner not unlike that suggested by Tyler (1979). This type of audiogram format can be valuable as a tool to explain the effects of hearing loss on speech understanding. Consider a lis-
tener with a sloping high-frequency sensorineural hearing loss. When this listener's hearing thresholds are plotted on the speech audiogram shown in Figure 1, an explanation for the common complaint, "I can hear speech, but I can't understand it," is immediately apparent to the clinician and, more importantly, the patient.

The concept of a speech audiogram is not new. Olsen et al. (1987), for example, trace the origins of the concept to 1928. What is new, however, is the recognition that most of the speech-understanding problems of the hearing impaired can be explained by such a simple scheme. For years, audiologists and hearing scientists have been searching for other peripheral and central-processing deficits that might explain the difficulty experienced by the hearing impaired on a number of speech-recognition tasks. In the mid 1980s, for example, the hearing loss of the listener was considered to have only a relatively minor influence on speech-recognition scores obtained in noise, with deficits in spectral and temporal resolution playing a major role (Dreschler and Plomp, 1980, 1985; Festen and Plomp, 1983; Preminger and Wiley, 1985; Stelmachowicz et al., 1985). Recent research efforts, however, are converging on the same conclusion; the primary factor responsible for the speech-recognition problems of the hearing-impaired in quiet and in noise is the loss of hearing sensitivity and accompanying loudness recruitment. This conclusion manifests itself in data collected on the application of the Articulation Index to the hearing impaired (Pavlovic, 1984; Kamm et al., 1985; Dirks et al., 1986; Humes et al., 1986; Pavlovic et al., 1986; Dubno et al., 1989), on the simulation of the psychoacoustic performance of the hearing impaired by noise-masked normals (Jesteadt et al., 1987; Humes et al., 1988; Dubno and Schaefer, 1989), and on the simulation of the speech-recognition performance of the hearing impaired by noise-masked normal listeners (Fabry and Van Tasell, 1986; Humes et al., 1987; Zurek and Delborne, 1987).

The top panel of Figure 2 shows the same speech audiogram, but with the orthographic symbols representing individual speech sounds removed. It is clear that the normal-hearing listener has the full range of speech intensities audible from 250 through 8000 Hz for a conversational speech signal in quiet. In the bottom panel, a similar representation has been provided for a white noise masker delivered at an overall level of 65 dB SPL. The dotted line represents the masked thresholds predicted for such a noise stimulus. In the presence of this white-noise background, speech intensities below the dotted line will not be audible to the normal listener and speech understanding decreases. As the level of the noise is increased or decreased the dotted lines would be raised or lowered on the speech audiogram. Essentially, as the amount of the speech signal masked by the noise increases, speech understanding decreases.

Now consider a moderate sloping high-frequency sensorineural hearing loss like the one
shown in Figure 3. The top panel represents the situation for speech presented at 65 dB SPL in quiet, whereas the bottom panel depicts the case of speech presented in a background of white noise (65 dB SPL, 0-dB signal-to-noise ratio). In the top panel, note that much of the speech signal falls below threshold, resulting in reduced speech understanding. Although this hypothetical listener hears speech, especially lower frequency vowels and consonants (see Fig. 1), the inaudibility of the high-frequency speech sounds results in a deficit in speech understanding. In this particular case, adding a background of white noise at a 0-dB speech-to-noise ratio results in little change in speech understanding. That is, there is little masking produced by the noise such that the quiet thresholds of the hearing-impaired listener are still the primary limiter of speech understanding. Note, moreover, that little of the noise is actually audible to the hearing-impaired listener and that the portion of the speech signal that is above threshold in noise is very similar for the hearing-impaired person and the normal listener (bottom panel of Fig. 2). Thus, the speech-understanding deficit experienced by the hearing-impaired listener, relative to performance of the normal listener, is much greater in quiet (top panels of Figs. 2 and 3) than in noise (bottom panels of Figs. 2 and 3).

Figure 4 illustrates the situation for amplified or aided speech signals. For this analysis, it has been assumed that the gain prescribed by the POGO method (McCandless and Lyregaard, 1983) has been realized on the patient and that both speech and noise are amplified the same amount. Rather than plot improved thresholds for the aided condition (functional gain) and leaving the speech spectrum unaltered, the speech and noise spectra have been amplified by an amount corresponding to the prescribed gain. Comparison of the top panel of Figure 4 with the corresponding panel of Figure 3 reveals that much more of the speech signal is now audible for the aided listening condition in quiet. Note, however, that even under the assumption of an optimal match between prescribed and obtained gain, the entire range of speech intensities important for intelligibility is not audible for the aided speech signal. This is especially true for the high frequencies. Moreover, the actual insertion gain obtained in the high frequencies is frequently 10–20 dB lower than that prescribed (Cox and Alexander, 1990; Humes and Hackett, 1990). This would result in even less speech intensity being amplified above threshold than shown in Figure 4. In the bottom panel of Figure 4, note that the noise (dotted line) has also been amplified by the hearing aid so that now the noise, rather than the quiet thresholds, becomes the factor limiting the audibility of the speech signal. Two points are noteworthy regarding the bottom panel of Figure 4. First, the noise that was inaudible without the aid is now audible, and probably annoying, to the listener, unlike the unaided situation (Fig. 3, bottom). Second, the audible portion of the speech signal has increased only slightly from unaided to aided listening and is limited by the amount audible to a normal-hearing listener. That is, the audible area of the speech signal in the
bottom panel of Figure 4 is identical to that in the bottom panel of Figure 2. If the normal listener understands only 60 percent of the speech materials for the 0 dB speech-to-noise ratio represented in the bottom panel, then the hearing-impaired listener can not exceed that level of performance unless the speech-to-noise ratio is improved in some manner (directional microphones, FM or infrared systems, signal processing, etc.). So, as a result of amplification, the hearing-impaired listener represented in Figures 3 and 4 understands speech much better in quiet, only slightly better in noise (and no better than a normal listener under those same conditions), and is likely to complain about the audibility of "noises" not heard prior to amplification. This common clinical scenario is explained quite nicely by the speech audiogram.

The explanatory power of the speech audiogram is not restricted just to sloping losses or understanding of aided versus unaided speech recognition. It has been noted frequently, for example, that hearing-impaired listeners have much greater difficulty understanding speech in low-pass noise than in broad-band noise (Cohen and Keith, 1976; Keith and Talis, 1976; Stelmachowicz et al., 1985, 1990). This has been quantified in several ways, but most of the recent data have been obtained using adaptive estimates of the speech-to-noise ratio needed for a criterion performance level, usually 50 percent correct (e.g., Stelmachowicz et al., 1990).

The top two panels of Figure 5 illustrate the speech audiogram for normal listeners listening to conversational speech in backgrounds of white noise (left panel) and low-pass noise (right panel). The estimated masking produced by the two noise spectra is shown by the dotted lines in each panel. The overall level of both noise maskers is fixed at 65 dB SPL in this example. Note that more of the speech spectrum is audible in the right panel than in the left. To equate the audible portions of the speech spectrum and thereby produce equal levels of performance, the level of the low-pass noise would need to be increased or the level of the white noise decreased. In either case, normal listeners would require a more favorable speech-to-noise ratio in white noise to achieve the same level of performance as in low-pass noise.

The remaining four panels in Figure 5 depict the speech audiograms for two hypothetical hearing-impaired listeners. Although they both have pure-tone averages of 40 dB, the middle two panels depict a sloping high-frequency sensorineural hearing loss, whereas the bottom two panels represent an individual with a flat loss. The noise levels and masking spectra are identical to those shown in the top two panels for a 0-dB speech-to-noise ratio. In the middle panels, note that the low-pass noise (right panel) reduces the portion of the speech spectrum audible to this hypothetical listener more than the white noise (left panel). Thus, for this listener with sloping loss, the low-pass noise would need to be reduced or the white noise increased to produce equivalent perfor-
Figure 5 The speech audiogram is used here to illustrate the relative speech-understanding difficulties encountered by white noise (left panels) and low-pass noise (right panels). The overall sound pressure levels of the noises are the same in all panels (65 dB SPL, or 0 dB signal-to-noise ratio). The top two panels represent a listener with normal hearing (0 dB HL), the middle two panels represent a sloping sensorineural hearing loss (PTA = 40 dB HL), and the bottom two panels represent a flat sensorineural hearing loss (PTA = 40 dB HL).

In addition, when compared to the normal listener in the top two panels, the high-frequency hearing-impaired listener would require a more favorable speech-to-noise ratio for low-pass noise and, to a lesser extent, for white noise. Inspection of the speech audiograms in the bottom two panels for the flat sensorineural hearing loss reveals that the masking noise, though slightly audible, results in little reduction in the audible portion of the speech spectrum and, therefore, speech-recognition performance. The speech-to-noise ratio required by the normal listeners (top panels) for the same level of performance as for the listeners with flat sensorineural hearing loss (bottom panels) would be much poorer. That is, the noise level would have to be increased considerably in the normal listeners, especially for the low-pass noise, to reduce the audible portion of the speech spectrum by the same amount as for the listeners with flat loss.

The speech audiograms in Figure 5, therefore, indicate that the hearing-impaired listeners with sloping and flat audiometric configurations require more favorable speech-to-noise ratios than normal listeners for the same level of speech-recognition performance. This is a common finding in the numerous studies using such a paradigm (see Plomp, 1978, 1986 for reviews). In addition, a much more favorable speech-to-noise ratio is required in low-pass noise for the hearing-impaired listeners than for the normal listeners whereas only a slight improvement in speech-to-noise ratio is required in
white noise. This differential effect has led others to speculate about “excessive upward spread of masking” in the hearing impaired (e.g., Stelmachowicz et al, 1985, 1990). In the present simplified “speech audiogram” approach, however, this differential effect of low-pass noise and white noise is predicted independently of possible abnormal masking effects.

Careful consideration of the “speech audiogram” can explain many of the speech-recognition difficulties of the hearing impaired. Consideration of the distribution of speech sounds within the speech spectrum (Fig. 1) can assist in understanding the nature of the listener's misperceptions. The speech audiogram can also provide a qualitative explanation of the limitations of conventional linear amplification and of the differential effects of different types of noise maskers. In many instances, such as counseling, teaching, and internalizing conceptual frameworks, qualitative explanations are sufficient. Many applications, however, could make better use of quantified predictions from the speech audiogram. The Articulation Index (AI) represents one form of speech audiogram quantification. The AI has been a useful tool for estimating the benefit of amplification (Pavlovic, 1988), the “greater-than-expected” speech-understanding difficulties of some elderly listeners (Kamm et al, 1985; Schum et al, in press), and even the effects of hearing protection on the speech-understanding of listeners with noise-induced hearing loss (Wilde and Humes, 1990). Essentially, the AI assigns a number from 0 to 1.0 that represents the proportion of the speech signal audible to the listener in quiet and noisy listening situations. Two clinical versions of the AI are reviewed and evaluated in the next section.

ARTICULATION-INDEX AUDI OGRAM

Pavlovic (1988, 1989) has described an AI-calculation scheme based on a simplified speech audiogram. His representation of the speech audiogram for this purpose is shown in Figure 6. The striped region in this figure schematically represents the same region represented by the dashed lines in Figures 1 through 5. Because of the relatively minor contributions to speech-recognition made by the lowest and highest frequencies on the audiogram, Pavlovic (1988, 1989) has eliminated the speech spectrum below 500 Hz and above 4000 Hz. The remaining four frequencies, 500, 1000, 2000, and 4000 Hz, are all assumed to contribute equally to speech recognition. Note that there is a 30-dB range for the speech spectrum at each of these frequencies, from 20 to 50 dB HL. If we sum this 30-dB range of speech intensities at each of the four frequencies, the result is 120 dB. To calculate the AI in this approach, one simply determines how many dB of the speech spectrum are audible at each of the four frequencies, sums the four dB values, and divides by the maximum possible (120). A

Figure 6 AI audiogram from Pavlovic (1988). The striped area in this figure corresponds to the region between the dashed lines in the previous figures; that is, the usable ranges of speech intensities from peak level (p) to minimum level (m). This AI scheme is referred to here as the equally weighted AI.

Figure 7 AI audiogram modified from Cavanaugh et al (1962). Dashed lines are as in Figures 1–5. The dots at each frequency contribute 0.03 toward the AI and reflect the relative contribution of various frequency regions to the AI. This AI calculation scheme is referred to here as the high-frequency weighted AI.
normal-hearing listener with thresholds of 0 dB HL at all frequencies would have the full speech spectrum audible, or (30+30+30+30 dB)/120 dB. This reduces to 120/120 or an AI of 1.0. A flat hearing loss of 40 dB superimposed on the speech audiogram in Figure 6 would result in an AI of 0.33 ((10+10+10+10)/120). This AI approach is applied to aided situations by simply increasing the shaded speech-spectrum area by the amount of real-ear gain measured at each frequency.

Pavlovic (1988, 1989) assumed that each frequency included in the calculations contributes equally to speech recognition (that is, the 30-dB speech range at 500 Hz is "worth" the same as the 30 dB at 2000 Hz, as far as speech recognition is concerned). This assumption is not universally accepted. The current ANSI standard for the calculation of the AI, ANSI S3.5-1969, for instance, assigns much greater weight to 2000 Hz than to 500 Hz. An alternative AI audiogram that incorporates weighting factors consistent with the ANSI standard appears in Figure 7. This AI audiogram was developed by the author and is a modification of a similar concept applied in architectural acoustics by Cavanaugh et al. (1962). In this approach, one simply counts the number of dots above threshold and multiplies by 0.03. Each dot, therefore, contributes 0.03 to the AI. There are more dots within the 30-dB range of the speech spectrum at 2000 and 4000 Hz than at the other frequencies, reflecting the greater importance of these frequencies to speech recognition. The dashed lines in this figure represent the range of speech intensities at each frequency and are identical to those shown previously in Figures 1 through 5. In this particular AI audiogram, aided results are calculated by improving the hearing thresholds by the amount of real-ear gain measured.

The two clinical AI calculation schemes, referred to here as the equal-weight AI (Fig. 6) and the high-frequency weighted AI (Fig. 7), were evaluated using the speech-recognition scores from a group of 12 listeners with moderately sloping sensorineural hearing loss who had participated in a previous study (Humes and Hackett, 1990). Each of the 12 listeners in that study was tested in quiet, using the CUNY Non-sense Syllable Test (Resnick et al., 1975), for aided and unaided listening conditions. The rms speech level for the NST materials was 70 dB SPL, rather than the 63 and 65 dB SPL levels assumed by the equally weighted and high-frequency weighted AI calculation schemes, respec-tively. Consequently, the speech levels in Figures 6 and 7 were adjusted accordingly prior to AI calculation. Each subject had one unaided score and three aided scores, one aided score for each of three different BTE hearing aids. Measures of real-ear gain in the aided listening conditions were obtained using probe-tube microphones.

The scattergrams of speech-recognition score by AI for each of the clinical AI calculation schemes are shown in Figure 8. The filled symbols represent unaided performance, whereas the unfilled symbols represent aided scores. Both the aided and unaided scores increase as the AI increases for both calculation schemes. The correlation between unaided speech-recog-
Table 1 Pearson-r Correlation Coefficients between NST Score and AI for Each Subject across Four Listening Conditions for Each of the AI Calculation Methods

<table>
<thead>
<tr>
<th>Subject</th>
<th>Equally Weighted AI</th>
<th>High-Frequency AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>02</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>03</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>04</td>
<td>0.46</td>
<td>0.39</td>
</tr>
<tr>
<td>05</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>06</td>
<td>-0.25</td>
<td>-0.32</td>
</tr>
<tr>
<td>07</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>08</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>09</td>
<td>0.64</td>
<td>0.83</td>
</tr>
<tr>
<td>10</td>
<td>-0.28</td>
<td>-0.39</td>
</tr>
<tr>
<td>11</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>12</td>
<td>0.90</td>
<td>0.97</td>
</tr>
</tbody>
</table>

The correlation between the NST score and the AI was 0.93 and 0.91 for the high-frequency weighted and equally weighted versions of the AI, respectively. For the aided conditions, however, the equally weighted version of the AI fared slightly better than the high-frequency weighted version with correlation coefficients of 0.75 versus 0.73. The correlation between the two clinical AI values, moreover, was 0.97 for both aided and unaided conditions. Thus, both clinical AI methods are closely related, despite differences in weighting factors, and both can describe unaided performance with a high degree of accuracy, but aided performance with only moderate precision.

It is clear from Figure 8 that the aided and unaided speech-recognition scores fall into two different clusters with the aided conditions consistently yielding lower scores than the unaided conditions for the same AI value. This is particularly evident for $0.6 < \text{AI} < 0.8$. It may not be possible to predict precisely the aided performance of the hearing impaired by considering only the amount of gain at each frequency, as is the case with both clinical AI calculation schemes. Performance in the aided conditions may be decreased by factors not considered in this simple scheme, such as the distortion and internal noise introduced by the hearing aid.

Aside from providing comparisons of how hearing-impaired listeners perform relative to normal listeners, another suggested application of the AI involves the relative comparison of performance across aids or conditions within a given listener. That is, can the AI be used to rank/order different hearing aids for a particular patient with respect to speech-recognition performance? If so, then the correlations of NST scores with the calculated AI values across aids and conditions (aided versus unaided) should be strong and positive. The correlations for each of the 12 subjects (4 scores/subject) and each AI calculation method are shown in Table 1. In general, the correlations indicate that as the AI increased, the NST score also increased. Three clear exceptions, however, are subjects 4, 6, and 10, two of whom have slightly negative correlations between NST score and AI. These same three subjects, however, had the three highest unaided NST scores in quiet (94%, 89%, and 86%). This resulted in an extremely narrow range of scores across the four conditions for each of these subjects and resulted in very low correlations. In general, the correlations in Table 1 support the use of these two clinical versions of the AI as relative predictors of speech-recognition performance for aided listening in quiet.

**SUMMARY**

The present tutorial has demonstrated that many of the speech-understanding problems of the hearing impaired can be understood qualitatively using the "speech audiogram" or quantitatively using the Articulation Index. There are limitations, however, to both approaches that must be understood. For example, it has been noted since the inception of the AI model, that the AI only predicts or estimates the overall speech-recognition score and does not indicate the types of errors that are being made (Fletcher and Galt, 1950). Two listeners with AIs of 0.4 and predicted word-recognition scores of 67 percent may have completely different patterns of errors.

Consider also the application of the AI to aided listening conditions. Without any restrictions at high intensities, one might suggest that the AI can be maximized by simply giving every listener 100 dB of gain at all frequencies! This is obviously not possible or desirable. Most AI calculation schemes, however, have some means of reducing the contribution of high-intensity speech signals to speech recognition, thereby limiting the amount of benefit received from excessive amounts of gain (e.g, ANSI, 1969; Pavlovic, 1989).

Finally, the AI cannot accurately predict the disproportionate loss of speech understanding observed in many elderly hearing-impaired listeners (Kamm et al, 1985; Schum et al, in press).
However, as noted previously, the AI can be used with such listeners at least to identify those who are having "greater-than-expected" difficulties understanding speech. By doing so, those patients identified in this manner could be counseled appropriately about the limited benefit of amplification and targeted for additional rehabilitative procedures.

Acknowledgments. This work was supported, in part, by grants from NIDCD and NIA.

REFERENCES


