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Abstract

The perception of complex acoustic signals such as speech and music depends
on the interaction between peripheral and central auditory processing.  As
information travels from the cochlea to primary and associative auditory
cortices, the incoming sound is subjected to increasingly more detailed and
refined analysis.  These various levels of analyses are thought to include low-
level automatic processes that detect, discriminate and group sounds that are
similar in physical attributes such as frequency, intensity, and location as well
as higher-level schema-driven processes that reflect listeners’ experience
and knowledge of the auditory environment.  In this review, we describe
studies that have used event-related brain potentials in investigating the
processing of complex acoustic signals (e.g., speech, music).  In particular,
we examine the role of hearing loss on the neural representation of sound and
how cognitive factors and learning can help compensate for perceptual
difficulties.  The notion of auditory scene analysis is used as a conceptual
framework for interpreting and studying the perception of sound.

Key Words: Streaming, speech, ERP, attention, auditory, perception, hearing
loss, auditory scene analysis

Sumario 

La percepción de señales acústicas complejas, tales como el lenguaje y la
música, dependen de la interacción entre el procesamiento auditivo central y
periférico. Conforme la información viaja de la cóclea a la corteza auditiva
primaria y de asociación, el sonido entrante se somete un análisis
progresivamente más detallado y refinado. Se cree que estos varios niveles
de análisis incluyen procesos automáticos de bajo nivel que detectan,
discriminan y agrupan los sonidos que son similares en cuanto a los atributos
físicos, como la frecuencia, la intensidad y la localización, así como procesos
dirigidos por esquemas de más alto nivel, que reflejan la experiencia y el
conocimiento del sujeto del ambiente auditivo. En esta revisión, describimos
estudios que han utilizado potenciales cerebrales relacionados con el evento,
para investigar el procesamiento de señales acústicas complejas (p.e.,
lenguaje, música). En particular, examinamos el papel de las pérdidas auditivas
sobre la representación neural del sonido y de cómo los factores cognitivos
y el aprendizaje  pueden ayudar a compensar las dificultades perceptivas. La
noción de un análisis de la escena auditiva se utiliza como un marco conceptual,
para interpretar y estudiar la percepción del sonido. 

Palabras Clave: integración, habla, ERP, atención, auditivo, percepción,
pérdida auditiva, análisis de la escena auditiva



Imagine this scenario.  A businessman
is sitting in a board meeting with sev-
eral other colleagues.  They are seated

around a long oval table, looking in the
direction of a projection screen.  The group
leader describes each unit of sale, spoken
from the back of the room while year-end
profit reports are projected on the screen.
Not only do colleagues have their backs to
the speaker, the room is darkened, so best
to see the text and figures on the screen.
The fan on the video-display system is
noisy, as is the overhead ventilation sys-
tem that pipes in chilled air.  It is Friday,
and people are restless, engaging in small
talk, eager to start the weekend. 

This type of listening environment is
complex and common.  The businessman
complains that it is difficult for him to
understand what is being said when there
are too many noises around, and he is
frustrated because he cannot hear the
information he needs to do his job.  So the
businessman consults with an audiologist
for assistance.  The audiologist does what
he or she is trained to do; he or she meas-
ures the individual’s hearing thresholds to
determine if there is hearing loss.
Depending on the audiometric results, the
audiologist might recommend a hearing
aid (or assistive listening device).  The
businessman leaves the office hoping that
his difficulties in following a conversation
in noisy situations will be resolved.
Unfortunately, rehabilitation is not that
simple.  Remediation not only requires
that the speaker’s voice be audible, the
person needs to be able to separate sound
sources that occur simultaneously and at
the same time integrate information from
the task-relevant message such that word
and meaning can be extracted from the
speech signals (i.e., auditory scene analy-
sis).  In addition, the person must be able
to ignore competing signals and use con-
textual information to complement and
integrate both auditory and visual infor-
mation.  Because hearing is dependent on
sensory and cognitive processing, it is like-
ly that sensory-neural hearing loss, dys-
functions in central auditory processing,
and a struggle to selectively attend to a
voice in the presence of competing noise all
contribute to the businessman’s problem.

At work or at social gatherings, many
sounds occur at the same time and yet

most listeners are adept at filtering and
sorting the information that flows through
their ears.  Unfortunately, as was
described in the earlier scenario, there are
many instances in which the ability to
hear is compromised either because of the
presence of competing noise and/or
because the listener has hearing loss.
Hearing disorders may have several
patho-physiologies including damage to
the sensory system (“peripheral”) and/or
dysfunction within the neural pathways
and auditory cortices (“central”).  Although
the most common intervention for periph-
eral hearing loss is to increase the audibil-
ity of sounds with the use of hearing aids,
this approach improves the audibility of
sound but it does not compensate for cen-
tral auditory disturbances that may coex-
ist with or arise from peripheral pathology.
It is therefore not surprising to find people
who report difficulty hearing, even after
being fit with a hearing aid.  Impaired
speech understanding, especially in
adverse listening situations, is likely
related to changes in central mechanisms
critical for the perceptual organization of
the incoming acoustic information to form
accurate representations of the various
sound sources present in the environment,
in addition to weak and distorted signals
relayed from the ear.  This is especially
true for speech and music perception
because the stimuli are highly complex
and are dependent on various stages of
analyses, including low-level automatic
processes that detect, group and/or segre-
gate sounds that are similar in physical
attributes (such as frequency, intensity,
and location); as well as higher-level
schema-driven processes that reflect lis-
teners’ experience and knowledge of the
auditory environment.  

Auditory scene analysis is one frame-
work to guide our research with respect to
the putative mechanisms involved in audi-
tory perception and cognition.  This con-
ceptual framework can be particularly use-
ful for thinking about hearing impairment
and the processing of complex acoustic
environments because it acknowledges
both that the physical world acts upon us
as our perception is influenced by the phys-
ical structure of sound (i.e., bottom-up con-
tributions), just as we are able to modulate
how we process the incoming signals by
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focusing attention on certain aspects of an
auditory scene according to our goals (i.e.,
top-down contributions).  As for bottom-up
contributions, sounds emanating from the
same physical object are likely to be
acoustically similar; they might begin and
end at the same time, share the same loca-
tion, have similar intensity and fundamen-
tal frequency (ƒ0), and have smooth transi-
tions.  Consequently, it has been proposed
that acoustic, like visual, information is
perceptually grouped according to Gestalt
principles of perceptual organization, such
as grouping by similarity and good contin-
uation (Bregman, 1990).  Many of the audi-
tory grouping processes are considered
automatic or “primitive” since they are
found in infants (McAdams and Bertoncini,
1997), as well as non-human species such
as birds (Hulse et al., 1997; MacDougall-
Shackleton et al., 1998), and monkeys
(Izumi, 2002).  With respect to top-down
contributions, evidence shows that our
knowledge from previous experiences with
various listening situations influences how
we process and interpret complex auditory
scenes.  For instance, the use of prior con-
text during a speech identification task
helps listeners to identify the final word of
a sentence embedded in noise (Pichora-
Fuller et al., 1995).  Similarly, it is easier to
identify a familiar melody interleaved with
distracting sounds if the listener knows in
advance which melody will be presented
(Dowling et al., 1987), or if they have been
presented with the same melody before-
hand (Bey and McAdams, 2002).  These
effects of context are consistent with high-
er-level schema-driven processes involve
the selection and comparison between cur-
rent auditory stimulation and prototypical
representations of sounds held in long-
term memory. 

The example of the businessman
described earlier represents a real-world
auditory scene analysis problem in which
an individual is faced with the problem of
parsing simultaneously active sound
sources while at the same time trying to
integrate and follow an ongoing conversa-
tion.  Understanding how speech and
other complex sounds are translated from
the single pressure waves arriving at the
ears to neural sound object representa-
tions is therefore an important process to
consider.  This knowledge can influence

the way we view auditory rehabilitation.
It can help us understand why hearing
aids might be insufficient for some people
with hearing loss, and it can spawn new
approaches to (re)habilitating people
(Souza and Tremblay, 2006; Tremblay et
al., 2006b). 

In the last 10 years, there has been a
great deal of research aimed at identifying
the neural underpinning of central sound
processing, using various approaches
including single-cell recording in non-
human primates, functional magnetic res-
onance imaging, and scalp recording of
neuroelectric or neuromagnetic brain
activity.  A review of all neurophysiological
and neuroimaging studies is beyond the
scope of this article.  For this reason, we
focus our attention on a few studies that
have utilized scalp recorded event-related
potentials (ERPs) to assess sensory and
cognitive aspects of central auditory pro-
cessing.  

EVENT-RELATED POTENTIALS

Scalp recorded human ERPs are a pow-
erful technique for investigating the

neural correlates of central auditory pro-
cessing because they permit the opportu-
nity to study the brain activity with exqui-
site temporal resolution.  Moreover, ERPs
can be used to examine both exogenous
(acoustic representation) and endogenous
(attention and learning) aspects of sound
processing.  ERPs are comprised of posi-
tive and negative deflections (i.e., waves)
that reflect activation from neural ensem-
bles involved in the processing of sensory
information and can be used to assess how
acoustic information ascends the auditory
system from the cochlea to higher auditory
cortical areas.  The sequence of ERPs can
be divided into early brainstem auditory
responses (occurring between 1 and 10 ms
after sound onset), middle-latency respons-
es (occurring between 10 and 50 ms) and
long latency responses occurring after 50
ms post-stimulus.  Each deflection is iden-
tified according to its polarity, order of
occurrence and/or latency.  For example,
the P1-N1-P2 cortical response consists of
a small positive wave (P1), a large nega-
tive component (N1), followed by a positive
peak (P2).  The N1 peak, also referred to
as the N100, is a negative peak that occurs
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approximately 100 ms following sound
onset (Figure 1).  For long duration sounds
(e.g., greater than 500 ms), the P1-N1-P2
is followed by a sustained potential and an
offset response.

Cortical evoked responses such as those
recorded in the middle- and long-latency
ranges result from stimulus-locked post-
synaptic potentials within apical dendrites
of pyramidal neurons in the cerebral cor-
tex.  The extra-cellular electric currents
spread through the conductive brain tis-
sue, the cerebrospinal fluid, the skull, and
the skin and result in voltage differences
at the scalp surface, which are recorded
using electrodes placed on the scalp.  The
number of recruited neurons, extent of
neuronal activation, and synchrony of the
neural response all contribute to the
resulting pattern.  The amplitude of ERPs
can be used as an index of the strength of
the response in microvolts (µV) whereas
the latency refers to the amount of time, in
milliseconds (ms), that it takes to generate

the bioelectrical response following stimu-
lus onset.  Latency is therefore related to
neural conduction time and site of excita-
tion: the time it takes for the sound to
travel through the peripheral auditory
system to the place of excitation in the
central auditory system.  Even though
they are not routinely utilized in clinical
settings, long latency ERPs are regularly
used in research to determine how physi-
cal acoustic energy translates into pat-
terns of brain activity and contributes to
perception in normal and hearing
impaired listeners (readers interested in
learning more about recording and analy-
sis of auditory ERPs should consult
Burkard et al., 2006).  

Scalp recorded ERPs have been instru-
mental in identifying physiological corre-
lates underlying sensory processing and
low-level auditory scene analysis.  As pre-
viously mentioned, low-level scene analy-
sis refers to those processes that are
thought to occur automatically, independ-
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Figure 1. Butterfly plots illustrating the P1-N1-P2 evoked response elicited by sound onset as well as the sustained
potential elicited for long duration sounds from 65 scalp electrodes.  Each gray line reflects an evoked response recorded
at one electrode.  The black trace reflects activity recorded at the midline central electrode (Cz).  Sound duration was
1000 ms.  The amplitude distribution of the auditory evoked response is illustrated using contour plots (bird’s eye view)
at various latencies starting at time 0 and for every 100 ms steps until 1500 ms after stimulus onset.  The darker areas
indicate negative voltages whereas the lighter areas indicate positive voltages.   Adapted from Alain et al. (2002).



ent of listener attention.  This level of
scene analysis requires that acoustic ener-
gy first be detected and then discriminat-
ed so that acoustic information can be
either separated into distinct auditory
events (e.g., words, musical notes) or
grouped into one coherent stream or
objects.  Therefore, in the following sec-
tions, we focus on ERP correlates of sound
detection and discrimination as well as for
stream segregation and concurrent sound
perception.  More specifically, we focus our
attention on three neuropsychological
events occurring between 30 and 260 ms
post-stimulus; namely the P1-N1-P2 com-
plex, the mismatch negativity (MMN)
wave, and the object-related negativity
(ORN) wave, which have been associated
with listeners’ ability to detect, discrimi-
nate, and segregate concurrent sounds,
respectively.

Physiological Detection of Sound

P1-N1-P2 responses are generated by
multiple sources, including thalamo-cortical
projections as well as primary and associ-
ation areas of each auditory cortex (Picton
et al., 1999).  They are classified as “oblig-
atory” responses because they represent
the physiological detection of sound, and
as it is assumed that sounds must first be
detected before they can be discriminated,
grouped, and ultimately perceived.  The
physiological detection of sound, and the
effects of decreased audibility, has typical-
ly been examined by either varying the
signal-to-noise ratio (Martin et al., 1997;
Whiting et al., 1998; Martin and
Boothroyd, 1999; Martin and Stapells,
2005), or testing individuals with sensory-
neural (Ponton et al., 1996; Oates et al.,
2002; Tremblay et al., 2003a) and conduc-
tive hearing losses (Vasama and Makela,
1997).  Martin and colleagues, for exam-
ple, examined the effects of competing sig-
nals by presenting speech signals embed-
ded in noise (Martin et al., 1997; Martin
and Stapells, 2005).  They found that
speech identification abilities decreased at
poorer signal-to-noise ratios and the decre-
ment in performance was paralleled by
both increased N1 latencies and decreased
N1 amplitudes.  Similar ERP findings
have been reported in people with hearing
loss.  Peak latencies are typically delayed,

and peak amplitudes smaller, when stimu-
lus audibility is compromised by the pres-
ence of conductive or sensorineural hear-
ing loss.  Collectively, these results demon-
strate that the typical person with a hear-
ing loss, or when a person is trying to hear
a signal in the presence of competing
noise, is at a biological disadvantage.  The
physiological detection of sound in these
circumstances is much slower and weaker
than that of a person with normal hearing,
listening in a quiet environment.  More
importantly, the amplitude and latency of
N1 correlates significantly with behavioral
assessment of signal detectability (Martin
et al., 1997), with electrophysiological
thresholds closely approximating behav-
ioral thresholds (Lightfoot and Kennedy,
2006).  These findings suggest that corti-
cal auditory evoked responses provide a
sensitive measure of signal audibility,
which may prove useful in evaluating
hearing function in those individuals that
could not otherwise be tested with conven-
tional behavioral techniques.

The P1-N1-P2 complex is sensitive to
various stimulus parameters such as fre-
quency (Naatanen et al., 1988; Woods et
al., 1993), location (McEvoy et al., 1990;
McEvoy et al., 1991), duration (Alain et
al., 1997; Ostroff et al., 2003), and/or
intensity (Taub and Raab, 1969).  This
sensitivity to variation in acoustic attrib-
utes makes it an ideal tool to examine the
physiological detection of important
acoustic cues contained within a signal.
When evoked by the naturally produced
speech sound /sei/, for example, the result-
ant waveform is comprised of multiple
overlapping P1-N1-P2 responses signaling
the onset of the consonant and vowel por-
tions of the stimulus (Ostroff et al., 1998).
As shown in Figure 2, the first N1 peak
corresponded in time to the onset of the
consonant /s/ (a change from silence to
sound), while the onset of the second set of
P1- N1-P2 peaks corresponds to the onset
of the vowel /i/ (the consonant-vowel tran-
sition). Because different speech sounds
evoke different neural response patterns
(Tremblay et al., 2003b) and the presence
or absence of N1 and P2 responses show a
reasonable agreement with perceptual
thresholds (Martin et al., 2006), there is
growing interest in using the P1-N1-P2
complex to examine the neural representa-
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tion of speech in individuals with commu-
nication disorders.  For instance, abnor-
mal speech evoked P1-N1-P2 responses
have been reported in various populations
with impaired speech-sound perception,
including individuals with auditory neu-
ropathy (Kraus et al., 2000; Rance et al.,
2002), children with auditory based learn-
ing problems (Cunningham et al., 2000;
Purdy et al., 2002) and aging adults
(Tremblay et al., 2003a; Tremblay et al.,
2004; Harkrider et al., 2005).  Cortical
auditory evoked potentials have also been
recorded in people who wear cochlear
implants (Ponton et al., 1996; Friesen and
Tremblay, 2006) or hearing aids (Tremblay
et al., 2006a), making it possible to exam-
ine the effects of improved signal audibili-
ty on the physiological detection of sound.  

There is interest in using ERPs to deter-
mine if specific acoustic information is
being detected physiologically in normal or
hearing-impaired individuals.  Because
the P1-N1-P2 complex is relatively easy to
record and shows good test-retest reliabil-
ity, it could make an excellent tool for
assessing central auditory processing, and
might even someday help audiologists fit
hearing aids and cochlear implants.  This
is important given that the P1-N1-P2 com-

plex can be recorded without overt behav-
ioral responses, allowing for the assess-
ment of perceptual function in individuals
that either cannot communicate or have
difficulties understanding task instruc-
tions (e.g., children, aphasic or demented
patients).

To summarize, the P1-N1-P2 complex is
an ERP that signifies the physiological
detection of audible stimulus energy and,
from this perspective, can be seen as
indexing the capacity for perception of this
sound.  Moreover, the P1-N1-P2 complex
can be used to indirectly assess the
integrity of the central auditory system,
up to the cortex.  The presence of a P1-N1-
P2 response implies that a sound has
reached the level of the cortex and is now
available for further processing.  In turn,
abnormal or absent P1-N1-P2 responses
suggest that the neural conduction of
sound at the level of, or before, the cortex
is in some way impaired.  Referring back
to our case example, this means, even if
the businessman is fit with a hearing aid,
to improve the audibility of sound, suc-
cessful rehabilitation also requires that
the CEO’s voice be physiologically detected
and discriminated, despite the presence of
background noise, and that this auditory
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Figure 2. An auditory evoked response elicited by the speech token /�i/. Two P1-N1-P2 responses are present. The
first N1 (Peak 1) corresponds to consonant onset, and the second N1 (Peak 2) corresponds to vowel onset. The over-
laid acoustic waveform demonstrates the correspondence to the ERP waveform (adapted from Tremblay et al, 2006a). 



input be processed at higher levels in the
auditory system. 

Physiological Discrimination of
Acoustic Events

The physiological detection of acoustic
cues contained within a stimulus is just
one step in auditory processing.  In order
to perceive the difference between two
words (e.g., “bee” and “pea”), listeners
must also be able to discriminate the
acoustic/physical differences between the
two sounds (e.g., /b/ vs /p/).  Without this
ability, a person could easily confuse the
two sounds and in turn misunderstand
what is being said (e.g., confusing the
word “bee” and “pea”).

The ability to discriminate between
stimuli has been investigated extensively
using the mismatch negativity (MMN)
wave.  The MMN is typically evoked using
an oddball paradigm where an acoustical-
ly “deviant” stimulus (e.g., “pea”) is insert-
ed in a series of frequently occurring simi-

lar stimuli (e.g., “bee”).  Other examples of
stimulus contrasts include having fre-
quent and deviant stimuli that differ along
a physical dimension such as frequency,
intensity, or spatial location (Picton et al.,
2000; Kujala et al., 2006).  The MMN can
also be recorded to deviations in complex
sound sequences, such as sounds that
alternate regularly in pitch with occasion-
al repetition (Alain et al., 1994; Alain et
al., 1999).  The MMN appears as a nega-
tivity in response to the deviant stimulus,
approximately 100 to 300 ms post stimu-
lus onset (Figure 3).  “Obligatory” P1-N1-
P2 responses are evoked simultaneously
with the MMN because the deviants must
first be detected before they can be dis-
criminated.  The MMN is best illustrated
by computing a difference wave between
the ERP elicited by the standard and the
deviant sounds. 

The MMN is described as a discrimina-
tive response because it presumably
reflects the physical mismatch between a
memory trace of the frequently occurring
stimuli and the distinguishing acoustics of
the deviant stimuli.  MMN amplitudes
increase and latencies decrease, as the
deviant stimulus becomes more discrim-
inable (Sams et al., 1985; Alain et al.,
1994; Javitt et al., 1998; Alain et al., 2004).
The effect of deviant discriminability is
illustrated in Figure 4.  In that particular
study, participants were presented with
occasional deviant sounds that included a
small gap.  The increase in gap duration
was associated with improvement in gap
detection and was paralleled by increase
in MMN amplitude (Alain et al., 2004).
Thus, the MMN can be said to reflect
acoustic discrimination and auditory sen-
sory memory (Picton et al., 2000;
Naatanen et al., 2005).

Similar to earlier responses (e.g., P1-
N1-P2), the MMN is recorded passively,
without requiring the participant to
attend or participate in a task.  For this
reason, the MMN became a popular tool
for assessing biological processes underly-
ing auditory perception in populations
that are unable to reliably complete
behavioral tests of perception.  For
instance, the MMN wave has been used to
assess auditory function in older adults
with cognitive impairments (Kazmerski et
al., 1997), stroke (Alho et al., 1994; Alain
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Figure 3. Group mean ERPs from an oddball paradigm
using gap (deviant) and no-gap (standard) stimuli in a
group of healthy young adults.  The top panel shows the
ERP recorded over the right central scalp region (i.e., C4)
while the bottom panel shows the corresponding differ-
ence wave between the ERPs elicited by the standard and
the deviant stimuli.  Adapted from Alain et al. (2004).



et al., 1998; Deouell et al., 2000), as well as
children with attention, learning, and lan-
guage disabilities (Kurtzberg et al., 1995;
Kraus et al., 1996).  More recently, the
MMN paradigm has been used to show
specific deficits in discriminating speech
stimuli in left-hemisphere stroke patients
with aphasia (Ilvonen et al., 2004).

Returning to the typical example of an
audiology patient, it is not surprising
that the presence of hearing loss, result-
ing in decreased stimulus audibility, also
affects the ability to discriminate spectral
and temporal differences between one or
more sounds.  Like the P1-N1-P2
response, reducing stimulus audibility
through the use of masking increases
MMN latency and decreases MMN ampli-
tude (Martin et al., 1999), suggesting that
decreased hearing sensitivity interferes
with the ability to discriminate between
standard and deviant stimuli.  For this
reason, when testing older adults, low-
frequency stimulus contrasts have been
used (i.e., 800 Hz tone as the standard
stimulus and 552 Hz as the deviant stim-
uli) to minimize the confounding effects of
age-related high-frequency hearing loss.
Even when this method is used, age-

related changes in the MMN have been
observed (Alain and Woods, 1999; Gaeta
et al., 2002), especially when the stimuli
are presented with a long inter-stimulus
interval (Pekkonen et al., 1996), suggest-
ing that the physiological discrimination
of acoustic change is compromised in
older adults.  More recently, Alain and
colleagues measured the MMN in young,
middle-aged and older adults and found a
decrease in MMN amplitude with
increasing age, which remained even
after controlling for age differences in
discriminability (Alain et al., 2004).  In
other words, while young, middle-aged
and older adults could detect the deviant
stimuli to the same extent during an
active listening task, older adults
showed, nonetheless, a marked reduction
in MMN amplitude (Figure 5).  This is
important because it indicates that some
of the hearing problems experienced by
older adults are related to deficits in cen-
tral auditory processing as well as
decreased audibility resulting from age-
related hearing loss.  

In summary, the MMN reflects the cen-
tral auditory system’s remarkable ability
to register small occasional changes in
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Figure 4. Effects of deviant discriminability on MMN amplitude:  (A) group mean MMN recorded for various
gap sizes;  (B) contour maps (bird’s eye view) illustrating the MMN amplitude distribution for the largest gap
size along with the dipole source location.  The darker areas indicate negative voltage.  Adapted from Alain et al.
(2004).



the perceptual stream.  Our review of the
literature shows that MMN amplitude is
highly sensitive to discrimination deficits
in different clinical populations including
individuals suffering from learning dis-
abilities and/or hearing impairment.  For
example, the MMN can be used to assess
the functional status of auditory cortex in
people with hearing loss and who wear
cochlear implants (Kraus et al., 1993;
Ponton and Don, 1995; Singh et al., 2004;
Kelly et al., 2005; Roman et al., 2005; Singh
et al., 2006).  Moreover, in healthy young
adults near threshold stimuli can elicit reli-
able MMN responses (Alain et al., 2004).
For these reasons, there was (and still is)
hope that the MMN could be used as a clin-
ical tool for assessing central auditory dis-
crimination.  Moreover, new recording par-
adigms that provide the opportunity to pro-
file different auditory discrimination abili-
ties within a very short recording time are
being developed (Naatanen et al., 2004).
From a clinician’s point of view, however, it
is not only important to reduce testing
time, it is also imperative that the sensitiv-
ity and specificity of the MMN be known

and that normative data be established.
Because these requirements have not yet
been met, the MMN is not routinely used in
clinical settings.

Synthesis of Acoustic Information

Although sound detection and discrimi-
nation are prerequisites to subsequent
perception of complex signals such as
speech and music, the latter also depends
on a collection of processes involved in
sorting out the incoming acoustic data
such that accurate representation of the
physical acoustic world can be built and
maintained in memory.  The neural corre-
lates underlying auditory scene analysis
are receiving increasing attention due in
part to the recognition that hearing
involves more than just signal detection, it
also requires that sounds be organized in a
meaningful way.  For example, auditory
scene analysis can be described as the
process whereby the brain assigns parts of
the acoustic signal, derived from an amal-
gamation of physical sound sources, into
perceptual objects (such as words or notes)
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Figure 5. Effects of age on the MMN amplitude.  Group mean MMN from young, middle-aged and older adults
from the midline frontocentral electrode (FCz).  The MMN reflect the grand average over all gap size.  Note
the reduced MMN amplitude in middle-aged and older adults despite equivalent performance during the audi-
tory discrimination task.  Adapted from Alain et al. (2004).



or streams (such as ongoing speech or
music).  In other words, the ability to “hear”
certain events depends on listeners’ ability
to perceptually organize sounds that occur
simultaneously and sequentially.

The neural correlates of concurrent
sound perception were first examined
using the mistuned harmonic paradigm
(Alain et al., 2001; Alain et al., 2002;
Dyson and Alain, 2004).  In this paradigm,
participants are presented with complex
sounds comprised of tonal elements that
are either all integer multiples of the ƒ0
(tuned stimulus) or comprise one tonal ele-
ment that is not an integer multiple of the
ƒ0 (mistuned stimulus).  When all tonal
elements are harmonically related, listen-
ers usually report hearing one sound.
However, if a low tonal component is not
harmonically related to the sound’s ƒ0 by
about 4% or more of its original value,
then listeners report hearing two concur-
rent sounds (Moore et al., 1986; Alain et
al., 2001).  In terms of phenomenology, the
tuned stimulus often sounds like a “buzz”
with a pitch corresponding to the ƒ0
whereas the complex sound containing a
low partial mistuned by 4% (or more) con-

tains the “buzz” element plus a separate
sound with a pure-tone quality at the fre-
quency of the mistuned harmonic.  In this
regard, a sound that has a different ƒ0
from other concurrent sounds (i.e., the
mistuned harmonic) might signal the pres-
ence of another sound source (i.e., object)
within the auditory scene.  With respect to
our example mentioned earlier, this may
translate into hearing the voice of the
group leader against the fan of the video-
display and the overhead ventilation sys-
tem.  The auditory system is thought to
achieve this type of perceptual organiza-
tion by means of a harmonic “sieve” (Moore
et al., 1986) or ‘template’ (Hartmann et al.,
1990).  When a portion of acoustic energy
is mistuned to a sufficient degree, a dis-
crepancy occurs between the perceived fre-
quency and that expected on the basis of
the template, signaling to higher auditory
and cognitive centers that multiple audito-
ry objects are present.

Alain and colleagues (Alain et al., 2001;
Alain et al., 2002) found that the percep-
tion of the mistuned harmonic as a sepa-
rate object was paralleled by a negative
wave over frontocentral scalp sites that
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Figure 6. Object-related negativity (ORN).  Group mean ERPs elicited by tuned and mistuned stimuli and the cor-
responding difference wave in a group of healthy young adults.  Note that the ORN is recorded during both pas-
sive (i.e., participants read a book of their choice and no response was required) and active listening (response required).
P400 wave was present only when participants were required to report whether they heard one complex sound or
whether they heard a buzz-like sound plus another sound with a pure tone quality.  The ORN and P400 amplitude
correlated with listeners’ likelihood of reporting hearing concurrent auditory objects.  Adapted from Alain et al. (2001).



peak at about 150 ms after sound onset.
This negativity was referred to as the
object-related negativity (ORN) because it
correlated with listeners’ likelihood of
reporting hearing two concurrent sounds
(Figure 6).  The ORN is superimposed on
the N1 and P2 elicited by sound onset, and
therefore, is best illustrated by computing a
difference wave between ERPs elicited by
sounds that are perceived as one object from
those that are heard as two concurrent
sounds.  Its amplitude and latency are min-
imally affected by attention (Alain and
Izenberg, 2003; Dyson et al., 2005), suggest-
ing that it indexes a pre-attentive process
and that concurrent sound segregation
operates independently of conscious control.  

The ORN is not limited to the detection of
mistuned harmonics; it can also be recorded
when concurrent sounds are segregated
based on location cues.  For example,
Johnson et al. measured late cortical poten-
tials associated with the perception of
dichotic pitch (Johnson et al., 2003).
Dichotic pitch stimuli were created by intro-
ducing a dichotic delay to a narrow frequen-
cy region of the same noise segment, and
resulted in perception of both the centrally-
located noise and a right-lateralized pitch.
In a recent study, McDonald and Alain
(2005) found that observers were more like-
ly to report hearing two concurrent auditory
objects if the tonal component, either in
tune or slightly mistuned (2%), was pre-
sented at a different location than the
remaining harmonic.  Interestingly, this
was paralleled by an ORN that was present
only when the tonal component was pre-
sented at a different location than the
remaining harmonics.  These results indi-
cate that listeners can segregate sounds
based on harmonicity or location alone, and
that the conjunction of harmonicity and
location cues contributes to sound segrega-
tion primarily when harmonicity is ambigu-
ous.  Taken together these findings suggest
that the ORN reflects neural mechanisms
involved in auditory scene analysis that can
use a broad range of cues when parsing
simultaneous acoustic events.  This also
suggests that this ERP components index
the perception of concurrent auditory
objects (e.g., voice, noise from the projector
and the ventilation system) that results
from combining various acoustic features
into a perceptual object.

Another example of concurrent sound
segregation that to some extent overcomes
the artificiality of the mistuned harmonic,
or the dichotic pitches paradigm, is the dou-
ble-vowel task.  The benefit of this task is
that it provides a more direct assessment of
speech separation, and also evokes the
processes involved in acoustic identification,
as opposed to detection.  Here, listeners are
presented with a mixture of two phonetical-
ly different synthetic vowels, either having
the same or different ƒ0, and are required to
indicate which two vowels are presented.
Psychophysical studies have shown that the
identification rate improves with increasing
separation between the ƒ0 of the two vowels
(Chalikia and Bregman, 1989; Assmann and
Summerfield, 1990; Chalikia and Bregman,
1993; Assmann and Summerfield, 1994).
Increased accuracy is paralleled by an ORN
that reflects the ∆ƒ0 differences between the
two vowels, and peaks at about 150 ms after
the onset of the double-vowel stimuli (Alain
et al., 2005).  As for the mistuned stimuli,
this negativity is present in both attend and
ignore conditions, consistent with the pro-
posal that concurrent vowel segregation
involves an early attention-independent
process.  The ORN was markedly reduced in
a group of older adults who also experienced
difficulties in parsing and identifying con-
current vowels (Snyder and Alain, 2005).
Interestingly, young and older adults
showed comparable amplitude for a more
posterior and right-lateralized negative
wave at 250 ms (N2b).  This pattern of neu-
ral events supports a multistage model of
auditory scene analysis in which the spectral
pattern of each vowel constituent is auto-
matically extracted and then matched
against representations of those vowels in
working memory.  It also suggests that older
adults may recruit additional resources, or
rely more on top-down schema-driven
processes, reflected in the N2b, in solving
the scene analysis problem.

Previous works have shown that the ORN
can be recorded in children (Alain et al.,
2003) and older adults (Snyder and Alain,
2005).  However, to our knowledge, no one
has used the ORN in clinical populations.
Such ERP components may be helpful in
investigating listeners’ abilities to process
acoustic cues critical for sound segregation.
Given that its recording does not require lis-
teners’ participation, it can be used to assess
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concurrent sound segregation in children and
patients with language problems.  Further
research is also needed to clarify the link
between concurrent sound perception, as
measured by either the mistuned harmonic
paradigm or the double-vowel task, and
speech perception.

For our businessman to understand what
is being said at the meeting, he must not
only be able to separate sounds that occur
simultaneously but he must also be able to
keep the flow of incoming information into
separate streams of sounds such that he can
extract the meaning of what is being said.
This second form of primitive grouping
takes place along the time axis, and audito-
ry streaming acts as a striking psychophys-
ical demonstration of how sequential sound
segregation works.  In a typical experiment,
participants are presented with ABA—
ABA— sequences in which “A” and “B” are
sinusoidal tones of different frequencies and
“—” is a silent interval.  The frequency sep-
aration between the A and B tones is manip-
ulated to promote either the perception of a
single gallop-like rhythm (ABA— ABA—) or
the perception of two distinct perceptual
streams (A—A—A—A— and B——B——),
with the beat of the A tones being twice that
of the B tones (as indicated by longer ——).
Listeners are required to indicate when
they can no longer hear the two tones as
separate streams but instead hear a single
galloping rhythm.  The fusion or coherence
boundary refers to the frequency separation
where individuals perceive a single stream
of sounds with a galloping rhythm, whereas
the fission or segregation boundary refers to
the point where listeners can no longer hear
the galloping rhythm and report hearing
the sounds as coming from two separate
sources.  The area between fusion and fis-
sion boundaries is typically ambiguous and
leads to a bistable percept in which listen-
ers’ perception alternates between hearing
the sounds with a galloping rhythm and
hearing two concurrent streams.

Gutschalk et al. (2004) used magnetoen-
cephalography (MEG) to record evoked
responses to ABA— patterns in which the
frequency separation and presentation rate
was manipulated in a standard streaming
paradigm. P1 and N1 responses, time locked
to the B tone and arising from primary
and/or secondary auditory cortex on the
superior temporal plane, increased with fre-

quency separation.  The increase occurred
at larger frequency separations for the slow-
er presentation rate, which is consistent
with the necessity of larger frequency sepa-
rations to hear streaming at slower presen-
tation rates.  In a second experiment, par-
ticipants listened to extended sequences of
repeating ABA— patterns and indicated by
pressing a button when their perception
switched from one stream to two streams or
vice versa. Separate averages of the MEG
data, according to their perceptual state,
revealed small additional increases in the P1,
N1, or P2 responses when participants per-
ceived two streams compared to one stream.
This is an important finding because it sug-
gests that changes in P1-N1-P2 are not sole-
ly reflecting the difference in frequency
between the A and B tones (i.e., delta-F) but
appear to be linked to perception. 

Using EEG, Snyder et al (2006) found
similar frequency-separation-related increas-
es in the P1-N1-P2 responses at frontocentral
scalp locations in response ABA— patterns.
When comparing neural activity for differ-
ent repetitions of the ABA— patterns, they
found a positive enhancement of activity at
frontocentral scalp locations that peaked
about 200 ms after the beginning of each
repetition of the ABA— pattern, paralleling
the perceptual buildup of streaming that
occurs over several seconds.  In addition to
the activity at frontocentral locations, they
also observed increases in ERP amplitude
as the frequency difference between the A
and B tones increased as well as a gradual
increase in amplitude from the beginning to
the end of the sequence that mimics the
build-up of stream segregation over time at
temporal electrodes but only on the right
side, suggesting hemispheric asymmetry for
stream segregation.  Measurements were
made during two separate experimental
sessions with the same participants. In one
condition, participants were actively attend-
ing to the sounds and indicating whether
they heard one stream or two streams by
the end of the sequence of ABA— patterns.
In the other condition, they ignored the
ABA— patterns and watched a subtitled
muted movie of their choice. Ignoring the
ABA— patterns had little effect on the P1-
N1-P2 modulation related to frequency sep-
aration, whereas it markedly reduced the
positive activity that increased during the
course of the 27 ABA— repetitions. These
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data suggest that attention effects on
stream segregation observed in perceptual
tasks (Carlyon et al., 2001) are due to effects
on perceptually linking temporally separat-
ed tones of the same frequency into a coher-
ent stream rather than on the initial sepa-
ration of tones of different frequencies.

As for the concurrent sound perception,
few studies have examined the relation
between sequential stream segregation and
speech perception in normal or hearing-
impaired listeners.  Rose and Moore (1997)
showed that bilaterally hearing impaired lis-
teners required greater frequency separa-
tion than normal hearing listeners for
stream segregation to occur.  Moreover, the
impact of hearing loss on sequential stream
segregation has been observed in a number
of other studies using a similar paradigm to
that of Rose and Moore (Grimault et al.,
2001; Mackersie et al., 2001; Mackersie,
2003).  Stainsby, Moore, and Glasberg (2004)
showed that hearing-impaired listeners
could segregate sounds using temporal cues,
and suggested that stream segregation does
not depend solely on the frequency resolu-
tion of the peripheral auditory system.  

FINAL THOUGHTS

Hearing is a dynamic process that
requires detecting, discriminating,

grouping, and separating incoming sounds
into meaningful units.  Using the scene
analysis framework enables scientists and
clinicians to bridge various areas of hearing
research that encompass signal detection
and the formation of more abstract represen-
tations of our auditory environment.
Moreover, it provides a framework for
describing normal and disordered processing.

Although taken for granted, perception of
speech and music are highly complex sig-
nals that involve interactions between
peripheral and central auditory processing.
It is likely to be the interaction between low-
level and high-level mechanisms that leads
to successful speech identification in
adverse listening situations since primitive
grouping mechanisms alone are not suffi-
cient to fully account for perceptual organi-
zation of speech (Remez et al., 1994).  This
point is also probably true for people with
hearing disorders and should therefore be
kept in mind when discussing auditory
rehabilitation.  

Traditional approaches to rehabilitation
once included intervention measures geared
to low-level (e.g., improving signal audibili-
ty with the use of hearing aids or other
assistive listening devices) and high-level
(e.g., speech reading, auditory visual inte-
gration and other types of auditory training
exercises) processing.  However, over time,
reimbursement for rehabilitative services
became more difficult so the focus of audiol-
ogy clinics shifted more to dispensing hear-
ing aids and away from teaching patients
how to “hear” with the device.  But, as
described by Pichora-Fuller and Singh
(2006), higher level functions such as atten-
tion, cognition and memory play important
roles in successful communication, and
long-standing approaches to rehabilitative
audiology should be revitalized to empha-
size the important role that training and
therapy play in promoting compensatory
brain reorganization. For instance, animal
(e.g., Recanzone et al., 1993; Weinberger,
2004) and human (e.g., Tremblay et al.,
2001; Reinke et al., 2003; Bosnyak et al.,
2004) studies have demonstrated that the
biological representation of sound can be
modified with focused listening training
exercises.  Most importantly, training/learn-
ing-related changes in physiology have been
shown to coincide with improved perception.
For this reason, ERPs have been used to
explore similar phenomena in humans and
the P1-N1-P2 and MMN responses, for
instance, have been used to track neuro-
plastic changes associated with an improve-
ment in auditory discrimination.  A common
finding is that peak responses become larg-
er and shorter in latency as perception
improves (for a review see Tremblay, 2007).  

For all of the above-mentioned reasons,
there is increasing interest in learning more
about the physiological processes underly-
ing perception.  With this information, we
might better understand why a person, like
the businessman in our case example, has
difficulty hearing at work; why a hearing
aid might be extremely helpful for one per-
son but not another; or why an assistive lis-
tening devices (such as an FM system) can
be more helpful than a hearing aid when lis-
tening in a noisy environment.  For
instance, it might be that one person’s audi-
tory system is more efficient than another
at separating simultaneous signals (speak-
er’s voice and background noise) while
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wearing a hearing aid.  Perhaps another
person requires an FM system that auto-
matically enhances the desired signal and
attenuates competing noise in a way that
their own auditory system cannot. 

Acknowledgments. This research was supported
by grants from the Canadian Institutes of Health
Research, the Natural Sciences and Engineering
Research Council of Canada, and the Hearing
Research Foundation of Canada (awarded to CA).
Funding from the National Institutes of Health
(NIDCD R01DC007705) and the University of
Washington Virginia Merill Bloedel Hearing Research
Traveling Scholar program is also acknowledged
(awarded to KT).

REFERENCES

Alain C, Arnott SR, Picton TW. (2001) Bottom-up and
top-down influences on auditory scene analysis: evi-
dence from event-related brain potentials. J Exp
Psychol Hum Percept Perform 27:1072–1089.

Alain C, Cortese F, Picton TW. (1999) Event-related
brain activity associated with auditory pattern pro-
cessing. Neuroreport 10:2429–2434.

Alain C, Izenberg A. (2003) Effects of attentional load
on auditory scene analysis. J Cogn Neurosci
15:1063–1073.

Alain C, McDonald KL, Ostroff JM, Schneider B.
(2004) Aging: a switch from automatic to controlled
processing of sounds? Psychol Aging 19:125–133.

Alain C, Reinke K, He Y, Wang C, Lobaugh N. (2005)
Hearing two things at once: neurophysiological indices
of speech segregation and identification. J Cogn
Neurosci 17:811–818.

Alain C, Schuler BM, McDonald KL. (2002) Neural
activity associated with distinguishing concurrent
auditory objects. J Acoust Soc Am 111:990–995.

Alain C, Theunissen EL, Chevalier H, Batty M, Taylor
MJ. (2003) Developmental changes in distinguishing
concurrent auditory objects. Brain Res Cogn Brain
Res 16:210–218.

Alain C, Woods DL. (1999) Age-related changes in
processing auditory stimuli during visual attention:
evidence for deficits in inhibitory control and sensory
memory. Psychol Aging 14:507–519.

Alho K, Woods DL, Algazi A, Knight RT, Naatanen
R. (1994) Lesions of frontal cortex diminish the audi-
tory mismatch negativity. Electroencephalogr Clin
Neurophysiol 91:353–362.

Alain C, Woods DL, Covarrubias D. (1997) Activation
of duration-sensitive auditory cortical fields in
humans. Electroencephalogr Clin Neurophysiol
104:531–539.

Alain C, Woods DL, Knight RT. (1998) A distributed
cortical network for auditory sensory memory in
humans. Brain Res 812:23–37.

Alain C, Woods D, Ogawa K. (1994) Brain indices of
automatic pattern processing. Neuroreport 6:140–144.

Assmann P, Summerfield Q. (1990) Modeling the per-
ception of concurrent vowels: vowels with different
fundamental frequencies. J Acoust Soc Am
88:680–697.

Assmann P, Summerfield Q. (1994) The contribution
of waveform interactions to the perception of con-
current vowels. J Acoust Soc Am 95:471–484.

Bey C, McAdams S (2002) Schema-based processing
in auditory scene analysis. Percept Psychophys
64:844–854.

Bosnyak DJ, Eaton RA, Roberts LE. (2004)
Distributed auditory cortical representations are mod-
ified when non-musicians are trained at pitch
discrimination with 40 Hz amplitude modulated tones.
Cereb Cortex 14:1088–1099.

Journal of the American Academy of Audiology/Volume 18, Number 7, 2007

586



Bregman AS. (1990) Auditory Scene Analysis: The
Perceptual Organization of Sounds. London: MIT
Press.

Burkard RF, Manuel D, Eggermont JJ. (2006)
Auditory Evoked Potentials: Basic Principles and
Clinical Application. Baltimore: Lippincott Williams
& Wilkins.

Carlyon RP, Cusack R, Foxton JM, Robertson IH.
(2001) Effects of attention and unilateral neglect on
auditory stream segregation. J Exp Psychol Hum
Percept Perform 27:115–127.

Chalikia MH, Bregman AS. (1989) The perceptual
segregation of simultaneous auditory signals: pulse
train segregation and vowel segregation. Percept
Psychophys 46:487–496.

Chalikia MH, Bregman AS. (1993) The perceptual
segregation of simultaneous vowels with harmonic,
shifted, or random components. Percept Psychophys
53:125–133.

Cunningham J, Nicol T, Zecker S, Kraus N. (2000)
Speech-evoked neurophysiologic responses in chil-
dren with learning problems: development and
behavioral correlates of perception. Ear Hear
21:554–568.

Deouell LY, Bentin S, Soroker N. (2000)
Electrophysiological evidence for an early (pre-atten-
tive) information processing deficit in patients with
right hemisphere damage and unilateral neglect.
Brain 123:353–365.

Dowling WJ, Lung KM, Herrbold S. (1987) Aiming
attention in pitch and time in the perception of inter-
leaved melodies. Percept Psychophys 41:642–656.

Dyson B, Alain C. (2004) Representation of concur-
rent acoustic objects in primary auditory cortex. J
Acoust Soc Am 115:280–288.

Dyson BJ, Alain C, He Y. (2005) Effects of visual atten-
tional load on low-level auditory scene analysis. Cogn
Affect Behav Neurosci 5:319–338.

Friesen L, Tremblay KL. (2006) Acoustic change com-
plexes (ACC) recorded in adult cochlear implant
listeners. Ear Hear 27:678–685.

Gaeta H, Friedman D, Ritter W, Hunt G. (2002) Age-
related changes in neural trace generation of
rule-based auditory features. Neurobiol Aging
23:443–455.

Grimault N, Micheyl C, Carlyon RP, Arthaud P, Collet
L. (2001) Perceptual auditory stream segregation of
sequences of complex sounds in subjects with normal
and impaired hearing. Br J Audiol 35:173–182.

Gutschalk A, Patterson RD, Scherg M, Uppenkamp
S, Rupp A. (2004) Temporal dynamics of pitch in
human auditory cortex. Neuroimage 22:755–766.

Harkrider AW, Plyler PN, Hedrick MS. (2005) Effects
of age and spectral shaping on perception and neural
representation of stop consonant stimuli. Clin
Neurophysiol 116:2153–2164.

Hartmann WM, McAdams S, Smith BK. (1990)
Hearing a mistuned harmonic in an otherwise peri-
odic complex tone. J Acoust Soc Am 88:1712–1724.

Hulse SH, MacDougall-Shackleton SA, Wisniewski
AB. (1997) Auditory scene analysis by songbirds:
stream segregation of birdsong by European starlings
(Sturnus vulgaris). J Comp Psychol 111:3–13.

Ilvonen T, Kujala T, Kozou H, Kiesilainen A, Salonen
O, Alku P, Naatanen R. (2004) The processing of
speech and non-speech sounds in aphasic patients as
reflected by the mismatch negativity (MMN). Neurosci
Lett 366:235–240.

Izumi A. (2002) Auditory stream segregation in
Japanese monkeys. Cognition 82:B113–122.

Javitt DC, Grochowski S, Shelley AM, Ritter W. (1998)
Impaired mismatch negativity (MMN) generation in
schizophrenia as a function of stimulus deviance,
probability, and interstimulus/interdeviant interval.
Electroencephalogr Clin Neurophysiol 108:143–153.

Johnson BW, Hautus M, Clapp WC. (2003) Neural
activity associated with binaural processes for the
perceptual segregation of pitch. Clin Neurophysiol
114:2245–2250.

Kazmerski VA, Friedman D, Ritter W. (1997)
Mismatch negativity during attend and ignore con-
ditions in Alzheimer's disease. Biol Psychiatry
42:382–402.

Kelly AS, Purdy SC, Thorne PR. (2005)
Electrophysiological and speech perception measures
of auditory processing in experienced adult cochlear
implant users. Clin Neurophysiol 116:1235–1246.

Kraus N, Bradlow AR, Cheatham MA, Cunningham
J, King CD, Koch DB, Nicol TG, McGee TJ, Stein LK,
Wright BA. (2000) Consequences of neural asyn-
chrony: a case of auditory neuropathy. J Assoc Res
Otolaryngol 1:33–45.

Kraus N, McGee TJ, Carrell TD, Zecker SG, Nicol
TG, Koch DB. (1996) Auditory neurophysiologic
responses and discrimination deficits in children with
learning problems. Science 273:971–973.

Kraus N, Micco AG, Koch DB, McGee T, Carrell T,
Sharma A, Wiet RJ, Weingarten CZ. (1993) The mis-
match negativity cortical evoked potential elicited by
speech in cochlear-implant users. Hear Res
65:118–124.

Kujala T, Tervaniemi M, Schroger E. (2006) The mis-
match negativity in cognitive and clinical
neuroscience: theoretical and methodological con-
siderations. Biol Psychol.

Kurtzberg D, Vaughan Jr HG, Kreuzer JA, Fliegler
KZ. (1995) Developmental studies and clinical appli-
cation of mismatch negativity: problems and prospects.
Ear Hear 16:105–117.

Lightfoot G, Kennedy V. (2006) Cortical electric
response audiometry hearing threshold estimation:
accuracy, speed, and the effects of stimulus presen-
tation features. Ear Hear 27:443–456.

MacDougall-Shackleton SA, Hulse SH, Gentner TQ,
White W. (1998) Auditory scene analysis by European
starlings (Sturnus vulgaris): perceptual segregation
of tone sequences. J Acoust Soc Am 103:3581–3587.

Mackersie CL. (2003) Talker separation and sequen-
tial stream segregation in listeners with hearing loss:

Brain Mechanisms of Detection, Discrimination, and Segregation/Alain and Tremblay

587



patterns associated with talker gender. J Speech Lang
Hear Res 46:912–918.

Mackersie CL, Prida TL, Stiles D. (2001) The role of
sequential stream segregation and frequency selec-
tivity in the perception of simultaneous sentences by
listeners with sensorineural hearing loss. J Speech
Lang Hear Res 44:19–28.

Martin BA, Boothroyd A. (1999) Cortical, auditory,
event-related potentials in response to periodic and
aperiodic stimuli with the same spectral envelope.
Ear Hear 20:33–44.

Martin BA, Kurtzberg D, Stapells DR. (1999) The
effects of decreased audibility produced by high-pass
noise masking on N1 and the mismatch negativity to
speech sounds /ba/ and /da. J Speech Lang Hear Res
42:271–286.

Martin BA, Sigal A, Kurtzberg D, Stapells DR. (1997)
The effects of decreased audibility produced by high-
pass noise masking on cortical event-related potentials
to speech sounds/ba/ and /da. J Acoust Soc Am
101:1585–1599.

Martin BA, Stapells DR. (2005) Effects of low-pass
noise masking on auditory event-related potentials
to speech. Ear Hear 26:195–213.

Martin BA, Tremblay KL, Stapells DR. (2006)
Principles and applications of cortical auditory evoked
potentials. In: Auditory Evoked Potentials: Basic
Principles and Clinical Application. Burkard RF, Don
M, Eggermont JJ, eds. Lippincott Williams & Wilkins.

McAdams S, Bertoncini J. (1997) Organization and
discrimination of repeating sound sequences by new-
born infants. J Acoust Soc Am 102:2945–2953.

McDonald KL, Alain C. (2005) Contribution of har-
monicity and location to auditory object formation in
free field: evidence from event-related brain poten-
tials. J Acoust Soc Am 118:1593–1604.

McEvoy LK, Picton TW, Champagne SC. (1991) Effects
of stimulus parameters on human evoked potentials
to shifts in the lateralization of a noise. Audiology
30:286–302.

McEvoy LK, Picton TW, Champagne SC, Kellett AJ,
Kelly JB. (1990) Human evoked potentials to shifts
in the lateralization of a noise. Audiology 29:163–180.

Moore BC, Glasberg BR, Peters RW. (1986) Thresholds
for hearing mistuned partials as separate tones in
harmonic complexes. J Acoust Soc Am 80:479–483.

Naatanen R, Jacobsen T, Winkler I. (2005) Memory-
based or afferent processes in mismatch negativity
(MMN): a review of the evidence. Psychophysiology
42:25–32.

Naatanen R, Pakarinen S, Rinne T, Takegata R. (2004)
The mismatch negativity (MMN): towards the opti-
mal paradigm. Clin Neurophysiol 115:140–144.

Naatanen R, Sams M, Alho K, Paavilainen P,
Reinikainen K, Sokolov EN. (1988) Frequency and
location specificity of the human vertex N1 wave.
Electroencephalogr Clin Neurophysiol 69:523–531.

Oates PA, Kurtzberg D, Stapells DR. (2002) Effects
of sensorineural hearing loss on cortical event-related
potential and behavioral measures of speech-sound
processing. Ear Hear 23:399–415.

Ostroff JM, Martin BA, Boothroyd A. (1998) Cortical
evoked response to acoustic change within a syllable.
Ear Hear 19:290–297.

Ostroff JM, McDonald KL, Schneider BA, Alain C.
(2003) Aging and the processing of sound duration in
human auditory cortex. Hear Res 181:1–7.

Pekkonen E, Rinne T, Reinikainen K, Kujala T, Alho
K, Naatanen R. (1996) Aging effects on auditory pro-
cessing: an event-related potential study. Exp Aging
Res 22:171–184.

Pichora-Fuller MK, Schneider BA, Daneman M. (1995)
How young and old adults listen to and remember
speech in noise. J Acoust Soc Am 97:593–608.

Pichora-Fuller MK, Singh G (2006) Effects of age on
auditory and cognitive processing: implications for
hearing aid fitting and audiologic rehabilitation.
Trends Amplif 10:29–59.

Picton TW, Alain C, Otten L, Ritter W, Achim A. (2000)
Mismatch negativity: different water in the same
river. Audiol Neurootol 5:111–139.

Picton TW, Alain C, Woods DL, John MS, Scherg M,
Valdes-Sosa P, Bosch-Bayard J, Trujillo NJ (1999)
Intracerebral sources of human auditory-evoked
potentials. Audiol Neurootol 4:64–79.

Ponton CW, Don M. (1995) The mismatch negativity
in cochlear implant users. Ear Hear 16:131–146.

Ponton CW, Don M, Eggermont JJ, Waring MD,
Masuda A. (1996) Maturation of human cortical audi-
tory function: differences between normal-hearing
children and children with cochlear implants. Ear
Hear 17:430–437.

Purdy SC, Kelly AS, Davies MG. (2002) Auditory
brainstem response, middle latency response, and
late cortical evoked potentials in children with learn-
ing disabilities. J Am Acad Audiol 13:367–382.

Rance G, Cone-Wesson B, Wunderlich J, Dowell R
(2002) Speech perception and cortical event related
potentials in children with auditory neuropathy. Ear
Hear 23:239–253.

Recanzone GH, Schreiner CE, Merzenich MM. (1993)
Plasticity in the frequency representation of primary
auditory cortex following discrimination training in
adult owl monkeys. J Neurosci 13:87–103.

Reinke KS, He Y, Wang C, Alain C. (2003) Perceptual
learning modulates sensory evoked response during
vowel segregation. Brain Res Cogn Brain Res
17:781–791.

Remez RE, Rubin PE, Berns SM, Pardo JS, Lang JM.
(1994) On the perceptual organization of speech.
Psychol Rev 101:129–156.

Roman S, Canevet G, Marquis P, Triglia JM, Liegeois-
Chauvel C. (2005) Relationship between auditory
perception skills and mismatch negativity recorded
in free field in cochlear-implant users. Hear Res
201:10–20.

Journal of the American Academy of Audiology/Volume 18, Number 7, 2007

588



Rose MM, Moore BC. (1997) Perceptual grouping of
tone sequences by normally hearing and hearing-
impaired listeners. J Acoust Soc Am 102:1768–1778.

Sams M, Paavilainen P, Alho K, Naatanen R, (1985)
Auditory frequency discrimination and event-related
potentials. Electroencephalogr Clin Neurophysiol
62:437–448.

Singh S, Liasis A, Rajput K, Luxon L. (2006) Event
related potentials - are they useful in paediatric
cochlear implant patients? Clin Otolaryngol
31:248–249.

Singh S, Liasis A, Rajput K, Towell A, Luxon L. (2004)
Event-related potentials in pediatric cochlear implant
patients. Ear Hear 25:598–610.

Snyder JS, Alain C. (2005) Age-related changes in
neural activity associated with concurrent vowel seg-
regation. Brain Res Cogn Brain Res 24:492–499.

Snyder JS, Alain C, Picton TW. (2006) Effects of atten-
tion on neuroelectric correlates of auditory stream
segregation. J Cogn Neurosci 18:1–13.

Souza PE, Tremblay KL (2006) New perspectives on
assessing amplification effects. Trends Amplif
10:119–143.

Stainsby TH, Moore BC, Glasberg BR. (2004) Auditory
streaming based on temporal structure in hearing-
impaired listeners. Hear Res 192:119–130.

Taub HB, Raab DH. (1969) Fluctuations of N1 ampli-
tude in relation to click-intensity discrimination. J
Acoust Soc Am 46:969–978.

Tremblay KL. (2007) Training-related changes in the
brain: Evidence from human auditory evoked poten-
tials. Semin Hear 28:120–132.

Tremblay KL, Billings CJ, Friesen LM, Souza PE.
(2006a) Neural representation of amplified speech
sounds. Ear Hear 27:93–103.

Tremblay KL, Billings C, Rohila N. (2004) Speech
evoked cortical potentials: effects of age and stimu-
lus presentation rate. J Am Acad Audiol 15:226–237.

Tremblay KL, Friesen L, Martin BA, Wright R. (2003b)
Test-retest reliability of cortical evoked potentials
using naturally produced speech sounds. Ear Hear
24:225–232.

Tremblay KL, Kalstein L, Billings CJ, Souza PE.
(2006b) The neural representation of consonant-vowel
transitions in adults who wear hearing AIDS. Trends
Amplif 10:155–162.

Tremblay K, Kraus N, McGee T, Ponton C, Otis B.
(2001) Central auditory plasticity: changes in the N1-
P2 complex after speech-sound training. Ear Hear
22:79–90.

Tremblay KL, Piskosz M, Souza P. (2003a) Effects of
age and age-related hearing loss on the neural rep-
resentation of speech cues. Clin Neurophysiol
114:1332–1343.

Vasama JP, Makela JP. (1997) Auditory cortical
responses in humans with profound unilateral sen-
sorineural hearing loss from early childhood. Hear
Res 104:183–190.

Weinberger NM. (2004) Specific long-term memory
traces in primary auditory cortex. Nat Rev Neurosci
5:279–290.

Whiting KA, Martin BA, Stapells DR. (1998) The
effects of broadband noise masking on cortical event-
related potentials to speech sounds /ba/ and /da. Ear
Hear 19:218–231.

Woods DL, Alain C, Covarrubias D, Zaidel O. (1993)
Frequency-related differences in the speed of human
auditory processing. Hear Res 66:46–52.

Brain Mechanisms of Detection, Discrimination, and Segregation/Alain and Tremblay

589


